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UNITED STATES PATENT AND TRADEMARK OFFICE

SERIAL NO: 76/642036

MARK: C-RAM

CORRESPONDENT ADDRESS: I '

DANIEL J. LONG
BAE SYSTEMS INFORMATION AND

ELECTRONIC GENERAL TRADEMARK INFORMATION:

PO BOX 868 tto:// t /main/t tm
NASHUA, NH 03061-0868 http://www.uspto.gov/main/trademarks.htm

APPLICANT: BAE SYSTEMS Information
and Electronic S ETC.

CORRESPONDENT’S REFERENCE/DOCKET
NO:
N/A
CORRESPONDENT E-MAIL ADDRESS:

REQUEST FOR RECONSIDERATION DENIED
ISSUE/MAILING DATE:
Applicant is requesting reconsideration of a final refusal issued/mailed 5/14/07.

After careful consideration of the law and facts of the case, the examining attorney must deny the
request for reconsideration and adhere to the final action as written since no new facts or reasons have
been presented that are significant and compelling with regard to the point at issue.

The applicant states that “[t]here is absolutely no evidence of record that the relevant purchasing public
understands the mark primarily as the common or class name for the goods.” The examining attorney
again points to the previously sent Internet evidence where various entities and publications discuss
chalcogenide RAM and include its abbreviation C-RAM.

The applicant does go on to state that it uses the mark with the ™ symbol, however it is immaterial
whether or not a generic term is used with a ™ symbol. Use of such a symbol on a generic term does
not obviate the generic nature of the term. The purchasing public also comes in contact, likely moreso,
with the previously sent evidence where the term is used in a generic manner by various entities. A two-
part test is used to determine whether a designation is generic:

(1) What is the class or genus of goods or services at issue?

(2) Does the relevant public understand the designation primarily to refer to that class or genus of
goods or services?

See H. Marvin Ginn Corp. v. International Ass 'n of Fire Chiefs, Inc., 782 F.2d 987, 228 USPQ 528
(Fed. Cir. 1986); TMEP §1209.01(c)(i). Here, the goods are “radiation hardened computer and
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semiconductor memory hardware and devices, namely, memory arrays featuring chalcogenide phase
change material storage elements” or C-RAM as illustrated by the previously sent evidence.

Please also see new attached evidence showing use of the term in a generic manner in relation to the
applicant’s goods. Applicant may wish to respond with evidence showing that the term C-RAM is
perceived by the purchasing public as a trademark of BAE Systems:- Applicant has yet to supply any
such evidence other than within its own publications. "

Accordingly, applicant’s request for reconsideration is denied. The time for appeal runs from the date
the final action was issued/mailed. 37 C.F.R. Section 2.64(b); TMEP Section 715.03(c). If applicant
has already filed a timely notice of appeal, the application will be forwarded to the Trademark Trial and
Appeal Board (TTAB).

Note: The applicant did not supply use dates nor a complete allegation of use. The applicant did request
registration on the Supplemental register, however, the examining attorney previously sent information
stating that the mark is not eligible for registration on the supplemental register due to it being generic.
Again, applicant may respond with evidence (other than its own publications) showing that the term 1s
descriptive and not generic.

Applicant may wish to telephone the examining attomey at the number below for clarification.

/Kyle C. Peete/

Trademark Examining Attorney (Law Office 112)
United States Patent & Trademark Office
(571)272-8275

(571)273-8275 Fax

STATUS CHECK: Check the status of the application at least once every six months from the initial
filing date using the USPTO Trademark Applications and Registrations Retrieval (TARR) online system
at http://tarr.uspto.gov. When conducting an online status check, print and maintain a copy of the
complete TARR screen. If the status of your application has not changed for more than six months,
please contact the assigned examining attorney.
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& COVER STORY: Data Storage: A Singapore Success Story

by Ng EkHeng

e five in anipformation age that sees data created with unprecedented speed.
W According to the Schogl of Information Management and Systems at the

University of California at Berkeley (www.sims.berkeley.edu/how-much-info), the
world's total yearly production of print, film, aptical, and magnetic content would require
roughly 1.5:-billion gigabytes of storage - the equivalent of 250 megabytes for-each man,
woman and child on earth. The need to store data thus crested and accumulated has
prompted the development of various storage media, such as the hard disk drive (HDD),
the compact disc {CD) and the digital versatile disc (DVD).

Recognising the tremendous growth potential of data storage, Singapere has
designated this sector as.one that requires a key electronics-industry focus and
introduced broad-ranging initiatives that have sharply enhanced its competitive position.
These efforts have set the stage for the isfand nation to achieve outstanding success as
a world-class innovation centre and manufacturing base for data storage products.
Since the mid-1980s, the Republic h3s established 3 leading position worldwide in this
niche market and is the largest producer of HDDs, generating more than 30% of the
totat global cutput. Today, the data storage industry represents the biggest sector
within Singapore’s electronics industry,

Data Storage Saved the Day

The importance of data storage has been heavily underscored by the devastating
terrorist attack onthe World Trade Center in New York City last September. In addition
to the tragic human toll, the Septémber 11 incident crippled businesses, with estimated
losses totalling more than US$60 billion. Had this attack occurred before the information
age, the US aconomy would have been brought to its knees by the unprecedented loss
of information.

Incredibly, financiat giant Morgan Stanley, the biggest tenant in the ill-fated towers, was
16 and functionina the verv next dav. This seeminalv miraciilous recovery can be
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up and tunctioning the very next-day. This-seemngly miraculous recovery ¢an be
attributed o its practice of internal backup and copying of data instantaneously to a
second location. The company capitalised on the convergence of computers and
telecommunications to transmit massive amounts of information electronically for off-site
storage.

Likewise, US financial markets took just one week to get barck into business, a
tremendous achievement corisidering the massive volume of data generated each
trading day. Data storage not only allows organisations to backup information quickly
and easily but also'makes jt possible to havéremote access so that key personnel can
operate at different locations.

From Computers to Consumer Electronics.

The $uccessful recovery of information by US-based companies presents one critical
dimengion of data storage and its function'in the business world: Noless important is -
the storage of a database or personal informationto an individual. In a rapidly
netwarked world, we are all increasingly using personal data to carry out transactions
and other daily activities by digital means.

Any kind of digital hardware - computer, consumer electronics, or household appliance -
incorporates data storage in one form or another. Many digital praducts today must
have basic information to function. The trend is moving towards increasingly “inteliigent”
digital devices that need greater information input, thus fueliing demand for yet more
data storage products.

The data storage sector has been going through constant change to satisfy the
demands of differant niche markets. High-end enterprise users, for example, want high
performance, competitive pricing, and ease of use in bundhng together dats storage
products. The requirements differ for mainstream users who are price-conscious and
satisfied with moderate performance and small-sized offerings. Mobile users prefer
portable low-powered, moderate-performance storage devices, and aficionades of video
applications want solutions that can operate quiatly and smoothly deliver sustained
videp streams with lots of tapacity.

Storage Technology

whether i the form of hard disk, tape, optical dis¢ or cards, data storage media stem
from three main developments - magnetic, optical and volatife/non-volatile technologies.
These all capitalise on the digital age wherein information - text, image, audio, video
and multimedia - gets translated into & common binary language known as 3

“bit” (binary diqit}.

A bit is the smallest unit of data, and it can have
two values, 1 or 0, of use only when combined
with.other bits to form a byte, comprising eight

: bits of data. For example, the character “a™is
¢ U2 Asnge ShamRer made up of one byte of data. A thousand bytes
Kilobyte (1 305 of 10° bytas) equal a kilobyte (KB), a million bytes a megabyte
{MB), and 1,000MB pne gigabyte {GB). In
Mwgatiyte |t 607 530 or 10F betes) layman's terms, 1GB is equivalent to an entire
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PPWISCY PR Staying on Top of Changes
Amidst fast-paced changes and storage-industry
consolidation every two years; Singapore has
held steadily to its strong position as 3 design
and manufacturing base for storage products,
particutary HNRNs. In spite of the dwindling
number of manufacturers - casualtids resulted
when companies became incapable of keeping up
financially and technologically - the island nation
continues to be the largest HDD producer,
attracting the big names in the sector. It is
noteworthy that the republic retains its pre-
eminerit position despite the intense competition
from cost-competitive neighbouring countries,
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The key to Singapore's:success lies inits total approach strategy that involves initial
economic and tax incentives, as well as all-rounded industry support and training,
including value-added sefvxces such as a-data storage research facilities. From fewer
than 4 million units of HDDs produced in 1986, the annuat output has been ramped up
steadily to the current S0-million-unit fevel, !

Realising that manufacturing stengths [, per: 10./EAR MILESTONE

must be reinforced by other intrinsic - e A

capabilities; Singapore set up the
Magnetics Technology Centre in 1992,

i
ot

i

In 1996 the centre was transformed ) s

intu the Dala Sturaye Institute {DST) A
and #s scopé of research expandedto |, ?’f—;ﬁ h
include optical storage technology e

(Figure 1). The move reflected
Singapore’s sericus commitment to
advancing thé storage saector while
attracting more storage-related * =
companies to the country. DSI also
actively spearhéads strategic initiatives - - £ - [ et
to effect technology transfer to the Figurs 1: Miestonee of the Data Storage institute.
industry through collaboration and -
training.

Guided by an intemational advisory panel with enthusiastic technologists from around
the world, DS! quickly earned a reputation as a world-ciass institute. A report published
by the Information Storage Industry Center, University of Califomnia at San Diego,
ranked DSt as one of the top six research-and- development centres worldwide - and
the only one outside the US and Japan, According to the institute's international
advisory panel, four DSI research tracks already operate at world-class level; the

advisory panelists believe that DSI has matching capabilities to plug the gaps in some of

the leading US National Storage Industry Consortium programmes.
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These endorsements of DSI's work have put Singapore on the international map as an

-innovation centre capable of taking data storage technologies to a higher level. DSI's
research focus spans the various disdplines - magnetic disk drive, optical drive, non-
volatile storage and network tachnologices.

L eading-Edge Research

Each year DSI undertakes some 30 collaborative research projects with both local and
overseas storage companies. Desides projacts that push technological limits to increase
capadty and improve the performance of existing products, DSI pioneers research into
new-generation technologies for data storage applications.

Hard Disk Drives

“DSI's involvement in cutting-edge research will accelerate the exponential growth of
storage density: Within an HDD, information is watten, read or retrieved by magnetic

- heads flying over rotating disks containing data. The dearance between the head and
the disk gets increasingly tight as the capacity increases and HODs become smatler,

One yardstick by which to evaluate an HDD measures the data packed into it Fifteen
years ago it was 29 megabits (Mbits) per:square inch; by the end of last year HDD
manufacturers were reported to have packed 1,000 times more data into the same
space. DSI is currently involved in research that will position a magnetic head less than
.20 nanometres abova the disk, a faat equivaleant to flying a Boeing 747 smoothly less
than 1cm above the ground with a fisherman standing on the aircraft; spearing 300
-million fish per second.

.DSY's staff also conducts research that will: enhance the sensitivity of magnetic heads
when reading data on the'disk. | onking ahead, ohservers espert greater challenges,
when data will be packed in at more than 100 gigabits (Gbits) per square inch. The era
will come when a bit will be smaller than the critical dimension of the most advanced
integrated circuit chip.

Improving on existing research underway in the area of spin-valve technology, DSI's
researchers have obtained results that compare favourably with those of other
organisations doing similar research. The institute is now working on the next
generation of spin-valves based on its own design.

“‘Non-Volatile Storage

Like human beings, some computer memories can retain information almost permanently
whereas some lose information the moment power is switched off, The former js called
non-volatile memory; the latter, volatile memory.

Many users know it takes time to boot up a PC. The machine needs time to load
information from the hard disk every time it starts up because it uses random access
memory (RAM), which is volatile. A solution in the offing lies in magnetic RAM (MRAM).
Because of its many superior properties, such as non-volatility and short cycle time,
MRAM is rapidly evolving into one of the most promising replacements for existing
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volatile memories. Moreover, it has potential as 3 cheaper alternative to other non-
volatile memories, such as electrically erasable programmable read-only memory, or
EEPROM.

DSI's current plans invoive working on a multilavered MRAM that requires the use of only
the active part of the pell without incorporating the whole transistor. The design helps to
increase memory capacity and reduce manufacturing cost. In December 2000, IBM
announced that it would jointly develop the MRAM technology with Infineon
Tachnologias and hinted that a'256Mbit MRAM might ba in production by 2004,

Another nan-volatite memory devite with promise is the chalcogenide RAM (C-RAM). Its
successful development will be a personal computer user's dream. A computer utilising
C-RaM could be turned off, then turned back on - immediately or 10 years Iater and
statt right up where it Jeft off.

Recent inexpensive developments have made it possible to use C-RAM as a practical
high-performance memory device. DSI's researchers hope to understand betterand
"-capitalise on ts properties for cost-effective manufacture of different diaital products. C-
RAM may one day pervade commerdial memory products and revolutionise the entire
-computing industry; from smart appliances and desktop computers to consumer
products not even invented yet.

Optical Drives

In the case of optical drives, the convergence of information, online entertainment and
other emerging uses will require ultra-high data storage for homes and enterprises.
Existing CD and DVD technologies have limited themselves to offering a maximum
storage capacity of 650MB and 4.76B, respectvely. DSI's goal is to perform research.
that will take optical drives into the multigigabyte range with ever-higher leveis of
performance - research using different light sources, materials research, innoyative
‘coding schemes and systems design.

Next-Generation Data Storage

Technological breakthroughs constantly happen on the storage front, thus ensuring that
existing products keep pace with the needs of users in terms of capacity and
performance. these exciting new areas of research will fead to the development of next-
generation data storage products.

Home-Networked Storage

Today, the phrase "era of home networking” constitutes more than just hype. The
technologies-exist for devices to'connect; to communicate, and to exchange datain a
home-networked environment. The world is quickly progressing towards a connected
environment where many different devices wil} interconnect, with or without wires.
Howeéver; a major component of this connected world still goes missing -~ information
storage, Researchers can present a strpng case for a single consolidated information
storage device for the intelligently networked home, and one DSI project delves into the
development of an appropriate storage solution for the home network,



Holographic Storage

Scientists currently focus attention on an exciting new and potentially revolutionary area
- holographic memory. Holographic memory basicaily serves as an optical imaging
technique that stores digital information three-dimensionally. Theoretically, the
possibility exists of using holographic technigues, by means of a laser, to store a
terabyte {1B) of data inside a'grystalno farger than & sugarcube. 178 (1,000GB) can be
better understood by thinking of it as the equivalent of playing 62 days of continuous
music or the storage of 1,000 copies of the complete Encydopaedia Britannica.

Although the basic concepts first underwent development in the 1960s, the lack of

' satisfactory recording media and key components throws up barriers to the

- development of practical holographic racording systems. DSI is looking at using naw
crystal material and laser research to find possible solutions to the problem.

Singapore continues to push the envelope ta stay abreast of the developments in the
data starage arena, With the combined efforts of the government, research institutes
and industry, the Republic is poised to be a significant global playerin this fast-changing
and challenging field.
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This xs a listing of Ovonics Unified IC Memory manufacturers. Phase-change memory is a type of Non-Volatile mbmory

Ovonics Unified Memory
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{0001} 1, Field ofthe invention

{0002] The present invention relates to solid-stafe storage devices. More specifically, the present invention relates to
systems and methods for measuring and monitoring the useful life of solid-state storage devices in opérating
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embedded computers suppon an mdustry»standam advanced technology attachment (ATA} command called Self
Monitoring and Reporting Technology (SMART). The SMART function was designed to act as an "early warning system™ for
pending problems with mechanical media such as HDDs: The integrated controtier onthe HDD works in conjunclion with
various sensors 1o moniter a variety of different parameters within the HDD, such as mechanicat wear of the HDD's spindie
motor, to deterrnine if any of the parameters are drifing from a norm that would indicate 3 possible problem with the HDD.

{0005) By contrast with HDDs, solid-state storage subsystems generally do not have moving parts. Thus, many of the
parameters monitored by the SMART function used in HDDs ‘are not applicable o solid-state storage subsystems. Solid- -
stale storage subsystemns generally include non-volatile storage components that can lose the ability to retain data stored
thereon after approximately hundreds of thousands to approximately millions of write/erase cycies.

[0006)] Generally, non-volatile storage components used in solid-state storage subsystems have a finite number of
programierase cycles (usually specified by componentvendors as "endurance™} that are recommended or- guaranteed for
proper data storage and refrieval. The number of such cycles varies by orders of magnitude based on the type of storage
component used. Unfortunately, however, there is.currently no method that can reliably determine or predictwhen the
recommended or guaranteed endurance in 3 particular noh-volatile storage component will be exceeded. Thus, solid-state
storage subsystems are often allowed fo operate bevond the specified endurance until a faxlure occurs, causing
unscheduled sysiem down time and polentially significant data loss.

SUMMARY OF THE INVENTION

{0007] Thus, it would be advantageous fo develop a technique and system for reporting information from a solid-state
storage subgystom 10 2 host systom that uses the information to measure or determine the usefal life remaining in the non-
volatile storage components ofthe solld-siate storage subsystemn.

{0008 The presentinvention comprises a non-latite solid-state storage subsystem designed to intemally maintain usage
statistics information reflective of the wear state, and thus the remaining useful life, of the subsystem’s memory array. The
storage subsystern may, for.example, be in the form of a detachable or removable device that plugs into, and receives
powet dird Corniinds vig, o stardard stlob o poitol g hust compuler system. In one embotiment, Uie sttiage subsysten
supporis one or more commands for enabling the host system to read the usage statistics information, or data derived
therefrom; to evaluate the subsystem’s remaining life expectancy. The host system may use this information forvarious
purposes, such as.to display or report informiation to a user regarding the remaining life of the subsystem, andior tovary a
subsystem usage policy {e.g., to avoid storing mission critical data on a device that is near the-end of its useful life).

{0009] Neither this summary nor the following detailed description purponis to define the invention. The invention is defined
by the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

100101 A preferred embodiment of the invention will now be described with reference to the drawings summarized below.
which are intended to il;ystm, and not limit the present invention:

{00111 FiG. 1 is ais a block diagram fllustrating a host system linked to a solid-state storage subsystem accofdmg to one
embodiment of the invention.

{00121 FICS. 2A ond 28 illuctrate ples of metor dicplays that may be gencrated by the host system to indicate the
arount of useful {ife remaining in the solid:state storage subsysﬁem

[0013] FIG. 3 llustrates a process that may ba used ip calculate the amaunt of useful life remaining in the solid-state
storage subsystem.

{00714] FIG, 4 MuSrates one exampie of hOw e nop-volatile mermory of the storage subsystem may be arangeda.

{0015 FIG. 5 is a graph illusirating the relationship between the life used of a solid-state storage device and the spare data
blocks remaining in the solid-state storage device.

{0016} FIG. 6 shows a host system in.communication with a plurality of solid-state storage subsystems.
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[UU 10] M. © SHUYES & FIUSTSYSISI 171 CONTTICEUST Wt & $IUTEHL UL SUNG-SIdlE SWIaYe SUUSYSTEIN, |
DETAILED DESCRIPTION OF PREFERRED EMBODIMENT ) }

[0017] A solid-state storage subsystern, and associated processes that may be implemented by a host computer, will now
be described with reference to the drawings. This description is intended to illustrate 3 preferred embodiment of the
invention, and natlimit the invention. The invention is deéfined by the claims.

L. Oveniew

{0018] FIG. 1 is a block diagram iflustrating a host system 110 connected to a solid-state storage subsystem 112 according
to one embodiment of the invention. The host system 110 comprises a computer such as.a personal computer;
workstation, router, blade Server or other type of computing device. For example, the host system 110 may be a military
system, a flight computer or other flight avionics systemn, a wearabie computer used for mﬂnary appﬁwhbns a high-speed
data recorder, a medicak device, an industrial control system, an interactive kiosk, a personal digital assistant, a faptop
computer, an inleractive wireless communication device, a point-of-sale device, or the like, The host system 110 stores data
on the solid-state storage subsystem 112, and may provide operating system functionality and a boot process forthe
subsystem 112, The host systern 110 executes a driver program 113 that provides functionality for communicating with the
subsystem 112, such as by issuing commands in accordance with an ATA or other standard..

[0019] The solid-siate storage subsystem 112 comprises a controlier 114 and a non-volatile memory {NVM).array 116. The

NVM array may, but need not, be implemented using NAND memory components. As is conventional, the conlroller 114 is .
configured (typically via firmware) to write data to, and read data from, the NVM array in response to commands from the

host 110. The controller aiso preferably impiements a wear-leveling algorithm, as ig known in the art, to distribute write

operates across mamory biocks of the NVM amray. The storage subsystem 112 may be in.the form of a detachable device

and may comminicate with any standard or tinique communications intedaee, indiiding bit nat limitad 16 paraliel, senial

ATA, IEEE RS232/423, PCMCIA, USB, Firewire (JEEE-1384), FibreChannel, or PCI Express bus, The storage subsystem

112'may also receive its power from the host over this bus.

{0020} As discussed in detail b elow, as the controlier 114 performs write operations o the memory array 114, it updates a
non-user-data area of the armray (i.e., an area not exposedtothe host's operaling system) with usage stalistics infermation
refiective of the number of program/erase cycies that have been executed. This information preferably includes a set of
counters, with different counters cofresponding to different blocks or areas of the memory amray; however, the usage
statistics may be maintained in‘any of a variely of formats. These counters are initially set to zero (or some other selected
starting value) when the device is manufactured or firstinitialized, and are incremented over ime'as programierase cycles
are performed. In some embodiments; the usage statistics data stored in the memory subsystem 112 also includes
fimestamps, orother temporal data, received from the host; this temporal data may be used to calculate the useful life of the
subsystem 112 in terms of time {e.g., 8ays and hours), as may be desirabié for some applications.

[6021] in addition o industry standard commands the controller 114 supports, and the driver 113 issues, one or more
vendor-specific commands that provide host access to some or all of the usage statistics information. The controlier 114
may provide the usage statistics data to the hostin its raw format, and/or in 38 summarized or aggregated form. The host
system 114 may use the retrieved usage statistics in a variely of ways 50 as o reduce the likelitood of data loss. For
example. the host system;, via the driver 113 or another software component, may display information, such as a gauge (See
FIGS. 2A and 2B; discussed below). refiective of the remaining life of the subsystern 112. The host system'may also triager
an alert message to indicale that preventive maintenance will be required at 4 certain ime in the futiire,

0022} Users may.use the reported information in a variely of ways. For example, based or historical usage and the
predicted amountofuseful life remaining, a user may decideto replace the storage subsystem 112 during a regularly
scheduled maintenance of the host system. As ancther example, the resale value of the host system 110 andior the solid-
state storage 112 system may be based atieastin part on the useful ife remaining:in the solid-state storage subsystem,

[0023] As another exampie of how the retrieved usage data may be used, the host system 110 may be programmed to use
the usage data o adjust its use ofthe subsystem 112, For instance, s discussed.in further detdit below: in 3 host syster
that periodically logs data to the solid-state storage subsystem 112, the host 110 may reduce the frequency with which i
logs such data as the subsystem approaches the end of its useful tife. The host system may also vary its usage policy 50
that mission critical data is only stored on a subsystem that has notyet reachied a particiilar wear threshoid; such as 75%.
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{0024] Thus, the user and/or the host system 110 canreduce or eliminate the cause of solid-state storage subsystem
endurance-related failures. In one embaodiment, for example, the host system or user can set a wear threshold that, when
mel, indicates that the solid-state-storage subsystemn is in nead of preventative maintenance and/or replacement. In
addition, orin other embodiments; the host 110 can use data from two time periods and their respective timestamps to
caiculate the remaining lifespan of the storage subsystem 112, For ple, as discussed below, the driver 113 may be
configured to periodically write a fimestamp to the subsystem 112 {or'another storage device) together with information
about the subsyslem’s current wear level, data usage information or endurance data collection, and to refrieve and analyze
this information to predict the amount of time before the Subsystem fails.

{0025] The storage subsystem 112 may; for example, be a solid-state memory card that plugs into a slot of the host system
110 and complies with atleast one of the following card specifications: CompactFiash, PCMCIA; SmanMedia;
HuttiMediaCard, SecureDigital, Memary Stick. ATAVATAPL The storage subsystem 112 may, for example, have a housing and
signat interface that complies with one of the following specifications: sub 1 inch-hard disk drive, 1.8 inch hard disk drive, 2.5
inchvhard disk deive and 3.5 inch hard disk drive: A custom form factor andlor signal interface may altemamely be used.

{0026} 1n one embodiment. the controller 114 executes afirmware program to perform processes as desrribed herein and
comprises an ATA fiash disk controller avajlable from Silicon Storage Technology, tne. of Sunnyvale Calif. 35 part number
SBT55LD019A. The controiler 114 may ailematively be implemented using anather fype of device; such as an application-:
specificintegrated circuit {ASIC), or may comprise muitiple distinct devices. Further, although the controller 114 preferably
executes firmware, a controlier that does not execute a firmware program may be used.

00271 The NVM array 116 comprises a plurality of solid-state storage devices 118 coupled to the controfier 114. The solig-
state storage devices 118 may comprise; for example, flash integrated circuits, Chalcogenide RAM (C-RAM), Phase Change
Hemory (PC-RAM or PRAM), Programmable Metallization Cell RAM (PMC-RAM or PMCm), Ovonic Unified Memory {OUM),
Resistance RAM {(RRAM}, NAND memory, NOR memory, EEPROM, Fefroelectric Memory (FeRAM), or other discrete NyM
chips. The solid-state storage devices 118 may be physically divided info biocks. pages and sectors, as is known inthe art.

0028} The host systemn 110 exchanges control signals 122 with the contraller 114 to coordinate the reading and writing: of
data to and from the solid-state storage devices 118. The controlier 114 handles the read and write operations by sending
mermory contro}signals 120 to the NVM array 116. The control signals 122 may include, for example, read commands and
write commands. The control signals 122 may be used 1o send commands selected from, for example, industry standard
command sels such 3s those provided by ATA, CF card or PC card standards 1o read from or write data to standard storage
devices: The host system 110 also exchanges data signals 124 with the controfler 114. The data signals mayinclude, for
saainpie, Uald 10 be wiitlen (o he NVM anay 116, Uala tead i the NYM diray, aid moniluied daly, s disctussed bajow.,

{0028} Yo retrieve some or ali of the stored usage statistica data, the host system 110, via the driver 113 sends a defined
seguence of vendor-specific commands to the controller 114. In some cases. the host system 110 may transmit this; data,
or information derived therefrom, over a computer network to another node.

il. Example User interface

{0030] FIG. 2A ilustrates one example of 3 meter or gauge 200 that may be generated by the driver 113, or another software
component, to indicate the amount of useful life remaining in the solid-state storage subsystem 112. in this example, &
pointer 202 in the meter dispiay 200 indicales the wear state or "utilization” of the NVM anray 110-relative {o 3 percentage
scale 204. If the pointer 202 points to 0% for example; substantially all of the specified endurance or.number of
programierase cydes recommended or guaranieed for the NvM array 116 remain; if, however, the pointer 202 pointsto
100%. the spedified endurance of the NVM amay 116 has been reached and the probability of a faiture-is very high.

{0031] As shown in FIG. 24; the meter display 200 in this example afso includes a thresheld indicator 206 displayed relative
1o the perceniage scale 204 so as to indicate anupper limit or threshold set by the host system 110 or:a user, The threshald
is gdvantagcously cctbelow a specified data cndurance or wear icvel 50 as to reduce the probability of a failure. In one
embodiment, awamning signal is provided once the pointer 202 reaches the threshoid indicator 206. The driver 113 may
prevenitihe host system 110 from performing additional write operations to the subsysteni 112 once this or some other
threshoeld has been reached. )

{0032} in the example shown in FIG. 2A, the time indicator 2081s a sliding time window of six months starting from a current
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time corresponding to a current location of the pointer 202 and extending back in time for six months. Thus, by obsening the
percentage of available programierase cycles used during the past six months, for example, the host system 110 or.user
can predict whien the pointer 202 will reach the threshold indicator 206 andlor the specified endurance limit (e.g., 100%) and
dispiay or otherwise output this predictionto-a.user, Various other types of time indicators can be used. For example, in
another ambodiment, the time indicator 208 starts at 0% and ends at the pointer 202 white incrementing the displayed time:
(e.g., 1.Ugy, 2 weeks, 4 monihs, eic).

{0033} Other types of displays may also be used, such as the status bar shown in FIG. 2B. The status bar 220 grows as the
percentage of specified endurance for the NVM array 116 is used. As shown in FIG. 2B, in certain such embodiments. the
status bar 220 includes adisplayed percentage 222 of specified endurance used. in other embodiments, the percentage is
digplayedas a scale along the length of the status bar 220.

10034} In-Some embodiments, the storage subsystem 112 may itself be configured to display information about its current
wear state. For.example, the storage subsystem may include.a small LCD or other display that generates a gauge image
similarto that shown In FIG. 28, or which dispiays a value or symboi reflective of the wear level, data endurance or life. |
expeciancy of the device; in such-embodiments, the ability for the host 110 to read the stored usage data may optionally be
omitted. )

. Calculation of Remaining Usefut Life

[00351FIG. 3 illustrates a sample process for determininig the wear level of 3 solid-state storage ‘subsystem 112 according
1o'one embodiment The Hustrated steps may be performed solely by the controler 114 in response a command.or
command sequence from the host ormaybe pcrfonncd partially by the contralicr 114 ond partially by the driverhost. In ctep
301 the controller-114 reads the biock counters Jor each of the 128 k memory blocks in the memory array 118. Each such
countervalue indicates the number of programierase cycles experienced by the respective block As discussed belowin
conneciion with FIG. 4, the block counters 408 may be maintained in non-user-data areas of their respective blocks 402,
Next:instep 302 the valid blocks are identified: Incertain embodiments, a valid blockis identified by the controlier 114 by
deternining which blocks are [nvalid. During a write of.erase procedure the controlier 114 may attempt to-write or erase a
page of a blocK; I 3n eror 1S retumed 1o the ConMrolier 114, e conrolier 114 Wil Iy a Second atlempt If the second attempt
also fails 1o retum the proper data or eivor cormection code (ECC) 420, then the block will be marked as an invalid block.

{00361 In step 303; the countervalues.of the vatid blocks are summed. The number of valid blocks is also multiplied by
2,000,000 in step 304 to determine the'total number of possible writes for the solid-state storage subsystem 112, The
2,000,000 value reflects the number of erase cycles specified as the endurance of most solid-state storage device 118, any
may be vared significantly fo accommodate Gifferent types of memory devices. In-other embodiments, the vaiue may be set
below this common value 5o as to reduce the risk of losing data due to afailure. For example, in some embodiments, the
threshold is setin a range between approximately 70% and approximately 90% of the specified éndurance of the solid-state
storage. Finally, in step 305, the sum of the block counters from siep:303.s divided by the lotal number of possible writes
from step 304 to estimate the amount of useful life remaining in the storage subsystem 112 as a percentage.

{0037] The ATA interface allows vendors to create vendor-specific commands in order io properly engage with the hardware
the vendor manufactures for an ATA interface. In certain embediments discussed herein, in addition 1o industry standard
commands, the controller 114 supports, and the driver 113 issues, one or more vendor-specific commands that provide
host access to some or all of the usage statistics information, such as reading counter information for data blocks.
Furthérmore, one or mofe vendor-specific commands may provide the hos! access to information regarding the number of
invalid blocks.

Iv. Organization ofuemorgmy

{0038} FiG. 4 Mustrates the physical data struchure 300 of a solid-state storage device 118 according to one embodiment As
will be recognized; the arangement of data-elements in FIG; 4 represents only one of many possible arrangements that can
be used o pracicedne nvention. I he gala structure 300 1S dnvaed Into a pluralily of data blocks 402 (Block U:and Blosk 4
are shown) and spare data biocks 404. The data blocks 402 are further divided into a plurality of pages 406. Pages are
further divided into a plurality of sectors 414,

{0039} In the example shown in FIG. 4, the data blocks 402 are 128-kBytes, the pages 406 are 2-kBytes and the sectors are
512-Bytes. The data blocks 402, pages 406 and sectors 414 can, of course, have other sizes. An artisan will aiso recognize




DVZ-HYIES: Ine 0gta mocns SUZ. pages 40D aNG-SECINIS 414 Can; 0T COUTSE, Nave pINer SIZeS. AN arSan Wik also fecogmze
thatindividual brtes typically are nol be writtenior pzogrammed into asector 414.0fa solid-slate storage device 118, Rather,
entire sectors 414 o pages 406 are generaﬂy programmed at the same time: Further, the sectors 414 or pages 406 are’
cleared of any previous data before being programmed with any new dataGenerally, an entire data block 402 s erasedat
the same fime.

10040} One-data storaga msthodis to'map Jogicsl addresses fo fixed physicallecations on the solid-statd storage devices
118. However, when 3 host.application updates the same data repeatedty, tirect mapping can quickly csuse one or mbre
data blocks 402 to wear out due to the large number of programierase cycles. Repeatedly updating the same groupof . X
seclors is common. For example, file systems generally maintain: tata that describes the aliocation of sectors 414 to files:
Such datais generaliy located in a predeterrined area on-a solid-state storage device 118,

[0041] To prevent{ailuras die to fepeated momam!erase cydes in highwvolume lotations, the controller 114 remaps logical
data to spare data blocks 404 when a parficular.dala block 402 reaches fis limi of specified endurance: When sing spare
data blocks. 404 forthis purpose; the remammg Usensl ife of tha NVM array 118 is directly related to the numbst of spare:
data blocks 4&4 remaining. Foreiumple, FIG 5is agraph ﬂluswatmg’ms relationship between the life csed of a:solid-state
storage device 118:and the spare.dats blocks 404 remammg ithe solid-state storage device 118, The line SOZtI!Uotrabzs
“that the useful life ofthe solid:state storage qe\ﬁce 118 can be measured by the number of temaining spare data blocks:
404 For example, whien.50% of the spare data blocks 404 ‘have been used, 50% of the solid-state storage device's 118 life
hab beetused.

100421 However, the comman use of wear leveling makes Hmiore dmicuitfo predict the amountof fite remaining in a solig-
stale stomge device 118. Wearleveling i *s generally used lo map the same logical data 16 different physical jocations, Thus,
programierase cycles can bé evenly Spaced atross the NVM amray 118, . Wear leveling may inciude, for example, mom:onng
ihe purnberof programerase cycles for the data blocks 402 and changing the logical-to-physical address mapping of one:’
or more dats biacks 402 so-ag 1o direct fubire high-volume re-writes to data blocks 402 that have historically been usedless
often. Thus, the spare data blocks 404 are not genarally used until the programierase cyces have been spread adoss ithe
data blocks 402 such that alarge number of the data blocks 402 have reached their specified endurance limit. When the
nmberof spare data blocks 404 falls below a selecled threshold, the controlier 114 may, i some embodiments, be
configured to internupt and send a noaﬁ&ahcn message tothe nosi system 110:

{mm} Refemng agam tn FIG 5; when usmg wesr kwerng, me lme 504 ﬁlustrates mat momtoring the numberof spare dala
blocks 404 remainingis nota gootpredictor of the percentage ofiife used because spare data blocks 404 do notbeginto
be tised untita large humber of data blocks have reached their specified endurancs imit. Thus the number of sSpare data.
blocks 404 dedines rapidiy toward the end of the useful life of the solid-state storage device 118 Therefore; adequate
warming ot the end of the useful fife typically cannof generslly be provided by monitoring the number of spare daia hlorks
404 remaining.

{00441 In the ilustrated embodiment a predetommined page in 3 data block 4025 designated as a biockcourter 408 iised
by the controller 114 to store monitored dsta. in certain embodiments discussed herein, tha block counter 408 may store the
aumber ofimes substantislly the data biock was erase. The block counter 408 may siso store the number oftimes.
substantially all the data blocks 402 in the NV array 116 are: érased. the number oftimes substantially all the data blocks
402 in's comesponding solid-state siorage device 118 are erased the number of data blocks 402 that are at orfieara
threshold value, the numberof spare data biocks 404 used, combinations of the foregoing, or the like. In certain
embodiments. the block counter 408 miay be kept in any storage area generally nol accessible by an end user using logical
black addressing’ access.

{DMS} in order 1o lmptement wearleveling, ﬂaia ss vm’tten ki pages A0 in a first Blotk 300 until-al available pagesin me
first block 300'store data. As each page 408 is-wiitten; its wiite couriter 416 is Incremented When the first block 300'is full,
thie'data is moved to a second block the first block 300 & srased andhe firstBlocks threshold counter 412 is incremented.
After a threshold vaiueis. met, the erase counter 410 is incremarited and the threshold counter 41215 reset The
combination bf the erase counter 410 and the thieshold counter 412 rriake up the total number value for the block counter
408

{0045} Atthough the usage data is maintained in the NVM array 118 inthe praferred embodiment. the controller 114 could
alternatively store this dala i a separate non-wolatite memory. For example, the controller 114 could include its-own internat

non~olatile memory thatis used for this purpose; or.could access aseparate NVM array thatis used to store such status -
A srrs ol mny
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information.

[0047] In.one embadiment. the controller 114 outputs the raw conductor data to the host system 110, and the driver 113
analyzes this data to determine, for example, the amount of iife left in the NVM array 116 andlor indiidual solid-state storage
devices 118, Thie driver 113 may also predic, for example, when the NVM array 116 will likely reach its overall specified
endurance. Ag mentioned above, the controlier 114 may alternatively perform some or all of the analysis of the countar data,
and output the resultto the host 110.

{0048} in centain embodiments, usage is also tracked at the page 406 andfor sector 414 levels. Retuming tu FiG. 4, the
magnified data sector 422 ustrates a data structure including one or more cotinters 416 for maintaining data usedto
measure the remaining fife of the NVM array 116 and/or the comesponding solid-state storage device 118. The sector 422
alsu includesdn identificalion (DY 418 1epréseriling a physital dddiess ol the secls 422 and ECC 420 induding dalad for
detecting and cofrecting errors in user data sectors 414. in certain embodiments, as shown, the data structure 422 housing
the counter 416, 1D 418 and ECC 420 is composed of four 16-Byles which are usually not accessible in the readable-
writeable area of the NVM.

{0048] The one or more counters 416 indude, for example, 4 revision counter representing the number of imes the
controller 114:has written to the particular sector 414 and an erase counter representing the number of times the controfler
114 has erased the cofresponding data block 402. in addition, or in other embodiments, the counters 416 indude 3 pointer
to the Jocation of the counter 408 in the data block 402. The controller 114 accesses monitored data from one ormore of the
counters 408, 416 in response 1o a command from the host system 110. The host system 110 may request the monitored
data atanytitne, as paitof a  background process, and/oron a poiling schedule {e.g., hourly, daily, and/or monthly). in certain
embodiments, the controller 114-accesses monitored data direclly romthe counters: 416 in the sectors 414. In other .
embodiments. the controller 114 accesses monitored data from both the counters 416 in the sectors 414 and the counters
408 in the data'blocks 402.

{0050] The magnification of the block counter 408 illustrates a data structure configured to track erase cycles for 3 data block
402 according to an embodiment. This dafa slructure may be generated and maintained by the controlier 114 via execution
of o firmwarc program. The block countcr 408 inctudes an crase counter 410 and a threshold counter 412. The crase
counter 410.is incremented.each time the data biock 402 is erased. The threshold counter 412 is incremented wheri the
erase counter 410 reaches a predetermined threshold. When the threshold counteris inogemented, the controlier 114
performs wear leveling on the comesponding data block 402 by remapping comesponding logical addresses to different
physical focations in other data blocks 402,

Y. Exampie Applications invoiving Muitiple Subsystems

[0051] FIG. 6 shows a host system 110 in communication with a plurality of solid-state storage subsystems 112 of the type
described above, and will be used to describe some additional applications for the usage statistics information. The host
systern 110 runs a storage manager program 615, which may include or communicate with a device driver 113 {FIG. 1) as
described above. The storage manager reads the raw or processed usage data frorm each of these subsystems 112, and
may use this data in various ways.

{0052] For example, the storage manager 515 may use the usage data to perform wear leveling at the device or subsystem
tevel. Forinstance, where two solid-state storage subsystems 112 are connected to the host system 118, and the first
storage subsystermn 112 has more wear than the second; the storage manager 615 may choose to direct data storage to the
secnnd SURSYstem 50 As fa rrdiine waar on the first sloraga sibhsystem 112 Tha sinrage manager may also attempt,
where passible, to store infrequently-changing datato the first storage 'subsystem, while direcling data that changes
relatively frequently fo the second storage subsystem.

[0053] The storage marnager 615 may additionally or alttemnatively differentiate between critical and non-critical data. For
example, the storage manager 615 may choose to store less critical data on a device 112 with more wear and to store more
critical data on a device 112 with less wear. Application programs that'generate or supply siich data may nolify the storage
managerof the data’s type (e.g.. tritical versus non-critical) at the time a write operation is requested. The storage manager
615 may differentiale between critical and non-ghitical data during every write to'the storage subsystems 112, or at other
configurable times.

{2054} While certain embodiments of the inventions have been described, these embodiments have been presented by way
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of example only, and are not mtended to limit the scops of the invention. indeed, the novel metheds and systems described
herein may be embodied in a variety of other forms. Furthermore, various omissions, substitutions and changes in the form
ofthe methods and systems described herein may be made without departing from the spirit of the inventions. The
accompanying claims-and their equivatents are intended to cover such forms or modifications as wouid fall within the scope
ana spirit of the inventions.
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DEF!NITION OF RAM

Memory is one part of the computer that acts as storage for
computer’s instructions:as well as data: Data orinstructions can be
inputted or write into and accessed or read from the memory. http:/fwww.exitexplosion.com/42
There are two types of memory involved, which-are known. as read 73

onty memory or ROM .and random access memory or RAM. ROM
enabtes data or instructions only to be read whereas RAM is both
wiitable and readable. However, we will focus only on matters
related to RAM.
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e ARCHIVE

RAM is a memory modute made in the form of integrated drcuits ¥ 2007 (4)
plugged'in on the motherboard of a computer via a socket. Data Y Aug{t)
storedinit, can be randomly and easily moved or accessed without Weekend Talk

involving any physical movement of storage medium or reading head ~ Cai )
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from the physical location. Data signals-are channeled back and
forth through RAM bus from and into RAM. RAM bus-acts as a
h!g'hway that connects RAM to the other parts of the computer,
which enables the signals transmission.,

CHARACTERISTICS OF RAM

-~ RAMis characterized as a volatile memory. Volatile ineans that data
ce the electridity is off. Tms is.ong of the reasons wﬂy a
: rneeds a secondary torage wldch is non~vdaﬁle such as

by }ust siotfn onto the sodcet of the motherboard and surely It

“does'not consume too much of the space area. The retrieval times
of the data are also. short compared to'the omer memory because it

and bytes measure capadity of RAM. Such small chip is used as a
working area to retrieve, load, display, and manipulate data and
instructions or application from and to its memory locations.

In order to ensure data integrity, certain RAM can also detect or
corrects rhemory errors on the data by using RAM parity or error
correction-codes {ECC). Parity is a method used to detect errors
while'ECC can both detect and correct errors. However, ECCis
commonty used in ‘servers and high-end computers,

There is.a part of RAM that integrated with the centrd processing
unit {CPU) of a computer. Itjs called cache memory. it jobsis to

supply the CPU with the most frequent used instructions as fast as
it can to.fasten:and smoothen the CPU processes.

TvpES OF RAM b COMPARISON WITH OTHER SYSTEMS

1. DRAM

Dynamic random access memory (DﬁAM)‘ was introduced in early
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1980s, as‘a type ‘of RAM that hold data for a short period of time.
The chips are made of tiny capacitors, which are chargeable and
discha.r eabte and it has to be refreshed frequently to avoid data
from tost.

it can be easily found in 8MB, 16MB, 32MB, 64MB and so on depends
on its storage size. The access time is ratedin nanoseconds suchas
60ns; 70ns and many more. {t roquires 60 billionths of a secondin

order to save.or Tetum to the requested information. The lower the

that stncked on tap of eads other thus allows manufactunng of
large DRAM modules using cheaper low deasity wafers Asa result
stacked chip modules are more powerful thar the normal ones;

There are severd types.of DRAM such os:

a) Fast Page Mode {FPM)

b) Extended Data Out DRAM{EDO DRAM)

¢j Burst Extendind Dala OuUDRAM (BEDO DRAM)

d} Synchronous DRAM (SDRAM)

e) Double Data Rate Synchronous DRAM {DDR SDRAM}

f) Double Data Rate 2 Synchronous DRAM {DDR2 SDRAM)
g) Doublé Data Rate 3 Synchronous DRAM (DDR3 SDRAM)
h} Rambus DRAM {RDRAM)

1) Video RAM (VRAM}

i} Windows RAM {WRAM)

k) Synchronous Graphics RAM {SGRAM)

- DRAM is normally used in the game gadget such as playstation,
persgmﬂ computers and workstation because itis cheap.

a; Fast Page Mode (FPM}

FPM'Was introduced in 1987. It alows faster access to data that
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located within the same sow. With-FPM, the memory controlier
knows aliead of time to look in the pages of addressed memory
after the CPU’s write or read requests: Therefore; it reduces the
waiting period for the memory controller to take iastructions from
the CPU and read from or write to memory. it is normally used i in
486- computer system.

b..Extended Data Out DRAM (EDO DRAM)
[ntrt):dhcé&in 1995, with an improvemeutinﬁei’fwﬁmce of 10% to

15%. This ¥s because it requires ohly one CPU wait state. FDO.DRAM
isusadi sardy Pedtinm rnmpmpr

. Burst Extended Data Out DRAM (BEDO DRAM) _

. This is 'an upgraded model.of EDO. BEDO DRAM shows an increase of
S 13%in performance due to it zero'wait state.

d. Synchronous DRAM {SDRAM)

SDRAM s faster and more expensive than the other DRAM with
speeds of 66MHz, 100MHz, 133MHz, 200MHz and 266MHz. It was
introduced in 1996 and marked the first memory ehip to used MHz

~instead of nanosccond. it docs not require refreshing. SDRAM
- retains memory and synchronizesitself with the timing of the CPU.

itinvolves burst mode functions and interleaving process.
Interteaving process is'a process whereby the CPU alternates
between two.or more memory bonks, Each time the CPU addresses
amemory bﬂnk the memory bank need about one dock cyde:
Therefore, the | CPU ‘can address the second memory bank while the
first ong is resetdng thus saving the processing time.

SDRAM is commonly found in Pentiumior Celeron system There are
4'versions of SDRAM:

) Double Data Rate DRAM {DDR RAM)

DDR-RAM was introduced in 2000. it offers greater bandwidth by
transferring data on both rising and fa!lmg edges of the dock sxgnal.
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it doubl% the transfer rate without increasing the frequency of ghe o
front side bus, It prefetd\ buffer is 2 bits. it-also operates at a
tower voltage of 2.5V compnfed to 3.3 V. for SDRAM thus reducmg
the power usage. Several. of DDR DRAM chips allow the use of
advanced efror correcton features such as Chipkill, memory
scrubbing and intel SDDC.

There is another version of DDR DRAM namely Mobilé DDR SDRAM
{MDDR). It is used in portable devxces such'as digital audio player,
handphone, etc. It opemtes at lower power usage of 1. 8 Voo

- i} Double Data Rz‘gté 2 DRAM {DDRZ DRAM)

This is-an upgraded ve\rsian,of DDR DRAM. 1t effective dock speeds
higher than DDR RAM. It-was formally introduced in 2004 as a
module with the lower latenaes. It prefetch bufferis 4 bits. The
model comes with the dock rate oféﬂ(lMHz and above.

jii) Double Data Rate 3 DRAM (;szs DRAM)

The prototype was announced in 2005 and expected to bein.the
‘market midde of this year..The successor of DDR2 DRAM is
expected to reduce the power consumpnan by 40% indirectly
prolong the battery life. It operates at 1.5 V.and will be using dual-
gate transistors in order to reduce the current leakage.. it prefetch
buffer widthi'is 8 bits doubling the previous version, It could
wansfer data at the effective dock rate of 400Mhz to BOOMHZ and
has higher bandwidth of 1600MHz.

iv) Rambus DRAM (RDRAM)

RDRAM wasii:'htmduced 111999 by Rambus. Inc. It was introduced to
support PC-800 that operated at 400MHz and a maximum bandwidth
of 6400MB/s. RDRAM can achieve such speed by synchronizing
directly with the:memory bus instead of the motherboard bus,

However, it modules came out in varieties and it also shows
significant inme,asedila'tency, heat output and costly. These are the
~ reasons why manufacturers in the industry have neglect RORAM for
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many years. RORAM is being used in: Intel’s Pentium 4 system.
v) Video RAM (VRAM)

VRAM is spedifically designed as a video memory, It acts as.a buffer .
between the CPU and the monitor of a computer. With it two
separate access paths or dud ports; both devices are'able to access
VRAM at the same time. VRAM also results in better résolution and

" éolor scrie, VRAM does not need to be refreshed as frequent as
DRAM.

vq'm;.amm (WRAM).

" WRAMIs similar to VRAM in the sense that it takes advantage of
‘ using the dual ports of VRAM to spare more rooms.for memory
- address storage thus resolting in bétter color depth and video

% esolution. 1t{s Aso'much faster than VRAM. Sy

vii) Synchronous Graphics RAM {SGRAM)

“SGRAM uses it-own program instructions, caled blocked write and

+ masked write commands to provide better throughput for graphic-
é;{tensive applications. itis.synchronized with the CPU dock speed
and s able to support ip to 100 MHz.

Viii} Graphics Double Data Rate 3 DRAM (GDDR3)

ATl Technologies as a graphic.card memory.introduced GDDR3.
GDDR3 has reduced it power and heat dispersa requirement to
boost the speed of its memory modules and simplified cooting
systent. 1t also usés intemal terminators to handie any graphic
déin?mdc. it fan trankfer 4 bits nfdata perpin in 7 dock rydec
therefore improving the bandwidth. GDDR3 was usedin.Radeon
%800 cards; Sony Playstation 3 and'‘Microsoft Xbox as a video
memory.

ix} Graphic Double Data Rate 4 DRAM {GDDR4}

This is the successor of GDDR3 and was introduced in 2005 with

mora naw faatirac snrh as data huc invercinge and multi-nraamhle tn




more aew features sich as data bus inversion and multi-preamble to
reduce any de!ay in data: transmlssxon it prefetch buffer was
increase to & bits. The maximum memory banks are also increased
to 8. itisoperatedat 1.5 V. tisintended torun ata speed of 1.4

GDDR42.0 GHz is made av;ilabl ¥in the market, with the dock rates
“of 650 MHz core, While runnfng at 2.4'Gbits/s, it bas redlced the
power gpnsu;mp tion by aﬂother 45% compared to its predecessor..

Currently, GDDR4 is«ixsedjxy both Nvidia and AMD graphic card. -

i

l,q' whi&b&aéé fma »Raé’é; 5 DRAM (GDDRS).

This. graphic-card memory is mnen ty under designing phase. It wit
open up 2 new way:of usmg DRAM and at the same time to maintain
avery goc)d hackwards compahb;lity

2. EMBEDDED DRAM (sDRAM)

Embedded DRAM {(eDRAMYJ is a capaci tor-based DRAM. It-differs
from DRAM because eDRAM is integrated on the same die orin the
same package as the main ASIC or processor. It diso alows much
wider busses and higher operatioﬁ speeds. ‘

EDRAM can be easily foundin many game consoles such as Sony
Playstation, Nintendo Wil, ete. Howaver due to it architecture
where dies have to be packaged in one chip, it caused eDRAM more
expensive.

3. STATIC RANDOM ACCESS MEMORY (SRAM)

SRAM can hold its.data as long as'the power remains on without the
needs to.be frequently refreshed. In term of its architecture, the
symmetric structure of SRAM allows for differential signaling which
enable detection of small voltages:

Although itis fasterand easier to control,.and alsoless power
consumption than DRAM, it ismore expensive. it complexintemat
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consumpuon than UKAM, 1LTs Mare expensive. It complexintema

-~ structure makes SRAM fess, dense than DRAM. As a result, SRAM is
not smt&ble for a high-capacity and low-cost appucahon suchas
main memory in personal computer.

R is used for general purpose with asynchropous and synd;rorious
~“interface. it can also be used as'a primary cache in a powerful
processorsuch as x86 model, microcontroller, etc.

_/SRAMis also.used in appliances; ‘toys; digital cameras, routers,

: workstation and many others, It has eased the mterfacmg because
- - there is ne refresh cyde plus the address and data buses. can bé
acx:esst-d cﬂ ctly rather than muttiplexed. It aso tequires vy 3
rols; o ‘!v:nab(e, wnte enoble ond output &

There aré 3 types of SRAM:

1} by transistor type:

a) Bipalar function transistor is very fast but it consumes more -
power.

B) MOSFEL consumes less power angis usedin CMOS.
2) by function - asynchronous and synchronous interface.
3} hy feature:

a) Zero busturnaround where the turnaround between write and
read is 0; :

b} Synchfonms-burst where SRM\ speed up the write operation to

Introduced by Monotithic System Technology Inc. in earty 1990s.
This is an embedded-DRAM on a conventional digital-logic ASIC
process. It.combines the high-speed of SRAM with high bit-density
and lower consumption of embedded DRAM. 1T-SRAM can be found
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an foundry process such.as NEC, UMC, etc.

1T-SRAM is an dtemative to eDRAM. Although it delivers almost the
same bit/area denstty, {T-5RAM is certainly faster than eDRAM.

5, ZERG CAPACITOR RAM (ZRAM)

Devetoped by Innovative Siticon Inc., ZRAM singte transistor.
i ilar to the stan&ard six-transistor SRAM cell used
thus offers higher density. It is aso denser than
¢ ;ﬁmsfs or one capacitor DRAM usedin

i

ke RAM faster than SRAM and

6. Twin Transistor RAM (TTRAM)

TTRAM is'similar to one-capacitor DRAM concept but it eliminates
the capacitor by relying on the floating body effect inherent in
siticon on insulator (S01) manufacturing process. The éffect caused
capacitance to bulld up between the transistors and the underlying
substrate. A transistor created using the SOf process is smaller than
a‘capadtor, higher density than DRAM and cheap.

7. FERROELECTRIC RAM (FeRAM)

This is'a non-volatile mermory. Non-volatite memory means that the
memory is able to retain the data'stored even if power off..For
many years, read only memory (ROM) has been in'the tist of the non-
volatile memory. However, since the computer technology is
progressing; RAM is dso evolving into its new dimension. Though

“=Flashy RAM is dominating the cuirent market nowadays, FeRAM
definitely has few advantages overit. FeRAMis.using a ferroelectric
layer in order to achieve-non-volatility. It consumes lower power
usage, faster write speed and maximum number of write-erase
cydes.
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8. MAGNETORESISTIVE RAM (MRAM)

The first MRAM chip was tormally introducedip 2003:.Sinde then,

much effort has been put to develop MRAM. MRAM is based on'a

- magnetic effect where it reads the memory.using magaeto-

restrictive effect that alows it to read with much lower power.and

non-destructively. MRAM differs fram the' other narmal RAM wheré
its: datnis not stored as an etectric charge o current. ﬂows but by

: magnetic stomge elemonts It'small size lndxcates that more cells

‘can be pached onto one smgt dup them{ore MRAM {sless
expe:nw;n :

. MRAM also requires 70 refresh at aq  time. It has eliminates the
difference of power consu\ pnon between write and read process
thus expected to mdu ce by m of DRAM power usage

In term of speed, it is s[milar to SRAM but much faster than Rash

memory while suffers no degradation over ime compared to Flash
memory 1tself.

MRAM s proposed to be used in notebooks, handphones, digital
cameras, personal computer; aerospace and mititary systems and
_many others.

9. PHASE-CHANGE MEMORY RAM (PRAM)

PRAM is using the same manufacturing technology of Chalcogenide.
RAM {CRAMJ. CRAM was first discovered in 1960 based on the
materid used namely chalcogenide glass: Chalcogenide glass
contains an alloys of germanium, antimony and tellurium, of which
upon application of heat:at certain level will switched between two
states, crystalline and amorphous. The switching process between
the two-states is-very fast which caused changes to the electrica
 resistance.

PRAM offers much higher performance in applications where fast

L oeow tngis utmiost important, itis thousand of times faster than the

conventiona hard drives. PRAM can be constructed using dlodes
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_instead of transistors which will further reducing the cost of making
: PRAM since diode is smaller and cheaper than a transistor,

PRAM may be usedin aerospnce  and mititary industries due toits
exceuent radiation-tolerance mdlatch upimmunity.

0. Sewﬁcon;ﬁxctoiy&:dde—b@ivid xide-Semiconductor (50NO5)

«, ‘mach easier to produce. it can
be built at a smaller 3 an Rash with lower size of the insulator
layer. The voltage required for write process is much lower
between5Vto8 V' compared to Rash, which is 9V 1o 20V,

.Howevef SONOSis stit under ongoing research by severa
/ manufacturers, to be used for tasks related to mnlxtary and spaca

11, Resistive RAM {RRAM)

Developed by Sﬁarp, itissaid to be 160 times faster than the
current Fash memory. R

12, Nario-RAM (NRAM)

Developed based on Nantero Techfmlngy, itis built by depositing
masses of nanotubes o4 a pre-fabricated chip contalning rows of
bar-shaped electrodes with the sitgh tly taller insulating layers
between them‘

NRAM lias a dersif Ay Simitar tu ORAM wi Ll surdler size Of tenminds
and electrodes, As aresult, zt is less expenmve. It does:not:require
power to refresh it and the memory remains still even if the power
is-off. It aso consume less power-torun and therefore much faster
than DRAM. The read and write process consume low energy
comp&ed to Rash thus prolonging the battery life.

NRAM is said to be soon replacing Flash, DRAM and SRAM.
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Initialy, main- memory systems were built from the vacoum tubes
andits core gsed wires threaded through small ferrite

 electromagnetic ball. As this memory. evolved through time, another
.- type of volatilée memory called RAM was produced with integrated

drcuits, Later on, non-volatile RAM has been developed where it
can preserve data while power isioff. This technology is based on
magnatic tunnd sffect and carhon nanotubes. s

Based on their features, each of ths above RAM {5 useful to certain
types of computer systems, It performance is measured based on its
: packaging, capability and speed. . 1Ll

Fram DRAM tgj NRAM, ‘each of them has its own advan tages and
disadvantages. The comparisons with the ctier systems have been
taid down in this report as a guidance to determine the types of
RAMthat sﬁftablo thh a particular dass of computer systom..Some
of itisstil under ongoing researchés and designing phases.
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